Signatures of metal-free star formation in Planck 2015 Polarization Data
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ABSTRACT
Standard analyses of the reionization history of the universe from Planck cosmic microwave background (CMB) polarization measurements consider only the overall optical depth to electron scattering (τ), and further assume a step-like reionization history. However, the polarization data contain information beyond the overall optical depth, and the assumption of a step-like function may miss high redshift contributions to the optical depth and lead to biased τ constraints. Accounting for its full reionization information content, we reconsider the interpretation of Planck 2015 Low Frequency Instrument (LFI) polarization data using simple, yet physically-motivated reionization models. We show that these measurements still, in fact, allow a non-negligible contribution from metal-free (Pop-III) stars forming in mini-halos of mass \( M \sim 10^{5} \)–\( 10^{6} \) at \( z \gtrsim 15 \), provided this mode of star formation is fairly inefficient. Our best fit model includes an early, self-regulated phase of Pop-III star formation in which the reionization history has a gradual, plateau feature. In this model, ~20% of the volume of the universe is ionized by \( z \sim 20 \), yet it nevertheless provides a good match to the Planck LFI measurements. Although preferred when the full information content of the data is incorporated, this model would spuriously be disfavored in the standard analysis. This preference is driven mostly by excess power from E-mode polarization at multipoles of \( 10 \lesssim \ell \lesssim 20 \), which may reflect remaining systematic errors in the data, a statistical fluctuation, or signatures of the first stars. Measurements from the Planck High Frequency Instrument (HFI) should be able to confirm or refute this hint and future cosmic-variance limited E-mode polarization surveys can provide substantially more information on these signatures.
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1 INTRODUCTION
Measurements of the CMB polarization on large angular scales probe the probability that CMB photons scatter off of free electrons produced during the Epoch of Reionization (EoR) (Hogan et al. 1982; Efstathiou & Bond 1987; Zaldarriaga 1997). The EoR is the time period during which the first stars, galaxies, and accreting black holes formed, emitted ultraviolet photons, and ionized surrounding hydrogen and helium gas (Loeb & Furlanetto 2013). Recent measurements from the Planck LFI and HFI suggest lower values for the optical depth to electron scattering than implied by earlier Wilkinson Microwave Anisotropy Probe (WMAP) observations (Planck Collaboration et al. 2016b,a; Hinshaw et al. 2013). These new measurements have important implications for our understanding of the EoR, and have been studied extensively in the literature (e.g. Robertson et al. 2015; Mitra et al. 2015; Becker et al. 2015; Sun & Furlanetto 2016; Greig & Mesinger 2016).

In general, previous theoretical studies have emphasized the lower values of the optical depth preferred by Planck. This is in broad agreement with direct censuses of high redshift galaxy populations – which suggest fairly low ionizing emissivities – and other reionization observables (Robertson et al. 2015).

However, it is still plausible that reionization is a very extended process, and that a small fraction of the volume of the intergalactic medium (IGM) remains ionized out to rather high redshift. In this context, it is important to make use of the full information content of the CMB E-mode polarization power spectrum, which cannot be reduced to a single number quantifying the overall optical depth. It is
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also important to ensure that CMB E-mode inferences on the overall optical depth are not biased by implicit assumptions on the reionization history itself.

Toward this end, we further consider the analysis of Planck LFI data in Heinrich et al. (2016). These authors use a principal component (PC) analysis methodology, in which any given reionization history between $6 < z < 30$ is characterized by five numbers. These eigenmode amplitudes completely capture the impact of reionization in this redshift range on the CMB polarization power spectrum observables (Hu & Holder 2003; Mortonson & Hu 2008a,b). Interestingly, this study finds a two sigma preference for a contribution to the optical depth from $z \geq 15$ in the LFI data.

This result is intriguing because it may indicate the existence of ionizing sources at very high redshift, and this runs somewhat counter to the current conventional wisdom that Planck requires later reionization. For example, this high redshift $\tau$ contribution may arise from metal-free (Pop-III) stars forming in minihalos ($M \sim 10^8 - 10^9M_\odot$) at $z \sim 20$ (Bromm et al. 2009). In fact, previous work suggested that Planck data may be used to detect such signatures (Ahn et al. 2012), following-up in part on earlier work from e.g. Haiman & Holder (2003) that considered the high $\tau$ indicated by early WMAP data, but this possibility has not yet been investigated with the actual Planck data. The Pop-III mode of star formation at high redshift must be fairly inefficient, otherwise these sources would rapidly reionize the universe and overproduce the observed optical depth (Visbal et al. 2015), but a small fraction of the gas in these early halos may nevertheless be converted into massive metal-free stars.

To explore this scenario, we use the fast likelihood technique developed and tested in Heinrich et al. (2016) to constrain simple reionization models. Although the PC methodology can not be used to reconstruct the reionization history directly, it is ideal for forward-modeling. This paper hence provides an illustrative example of how the PC technique can be used to constrain the parameters of reionization models. Software implementing the fast likelihood calculations of Heinrich et al. (2016) is available upon request, and should provide a useful tool for reionization modelers.

## 2 REIONIZATION MODELS

In the reionization models considered here, we assume that metal-free stars form exclusively in mini-halos that rely on molecular hydrogen for cooling, while we suppose that normal (Pop-II) star formation occurs in more massive halos where the gas cools by atomic line emission (e.g. Haiman & Bryan 2006). The rationale for this split is that atomic cooling halos likely have one or more mini-halo progenitors that formed Pop-III stars. Supernovae from these short-lived stars subsequently enrich the surrounding gas with heavy elements and this shuts off the Pop-III star-formation mode before the atomic cooling “descendent” halos collapse. The redshift evolution of the average fraction of ionized hydrogen, $\langle x_i \rangle$, is determined by the following “photon-counting” equation (Shapiro & Giroux 1987; Madau et al. 1999; Loeb & Furlanetto 2013):

$$\frac{d\langle x_i \rangle}{dt} = \frac{d}{dt} \left[ \dot{\zeta}_{HI} f_{c,II} + \dot{\zeta}_{HII} f_{c,III} \right] - \frac{\langle x_i \rangle}{t_{rec}(z)}$$  \hspace{1cm} (1)

The first two terms describe the rate at which Pop-II and Pop-III stars ionize surrounding hydrogen atoms, while the final term accounts for recombinations. In our model, the ionizing photon production in each population of stars traces the rate at which matter collapses into their respective dark matter host halos. Hence, $f_{c,II}$ denotes the collapse fraction in halos above the minimum mass required to host Pop-II stars $M_{min,II}$, while $f_{c,III}$ denotes the collapse fraction in the lower mass halos between $M_{min,III} \leq M \leq M_{min,II}$ in which Pop-III stars reside. To compute these collapse fractions, we adopt the halo mass function of Sheth et al. (2001).

The recombination term depends on the average time required for ionized hydrogen to recombine, $t_{rec}(z)$. This in turn depends on the temperature and the clumpiness of the ionized gas that resides in the intergalactic medium, with $t_{rec} = C/[\alpha_B(T)\bar{n}_i(z)]$. Here $C$ is the clumping factor of the ionized gas, $\alpha_B(T)$ is the recombination coefficient for gas at temperature $T$ and $\bar{n}_i(z)$ is the average electron number density at redshift $z$. We assume case-B recombination and evaluate $\alpha_B$ at a redshift independent temperature of $T = 2 \times 10^4$ K (Hui & Gnedin 1997). We choose a redshift-independent clumping factor of $C = 2$, in agreement with recent simulations that find small values for the clumping factor (Pawlik et al. 2009; McQuinn et al. 2011).

The minimum mass of the source host halos is set such that Pop-III stars form only in halos where molecular hydrogen cooling is efficient, while normal star formation is assumed to take place in atomic cooling halos. On this basis, we follow Haiman & Bryan (2006) and assume that metal-free stars form in halos with virial temperatures between $400 \, K < T_{vir} < 10^4 \, K$, while Pop-II stars form in halos with virial temperature above $10^4 \, K$. The lower virial temperature is an optimistic value for efficient molecular hydrogen cooling and so we subsequently test the impact of raising the minimum host virial temperature to $10^5$ K (Yoshida et al. 2003) (see §3). These considerations set the redshift-dependent values of the minimum host halo masses, $M_{min,III}$, $M_{min,II}$.

The ionizing efficiency parameters $\zeta_{HI}$ and $\zeta_{HII}$ can each be written as the product of several uncertain factors, with $\zeta = \zeta_{HI} \times N_c \times f_s \times t_{rec}$ (Loeb & Furlanetto 2013). Here, $N_c$ is the number of ionizing photons produced per baryon converted into stars, $f_s$ is the star-formation efficiency – i.e., it is the fraction of halo baryons that are converted into stars, while $t_{rec}$ is the fraction of ionizing photons that escape the host halo and ionize atoms in the IGM. Furthermore, $\zeta_{HI} = 4/(4 - 3Y_p)$ is a rescaling factor to account for (singly-ionized) helium and $Y_p$ is the primordial helium mass fraction. Here we assume that metal-free stars have large masses and high surface temperatures, and so produce copious numbers of ionizing photons: our fiducial Pop-III star model adopts $\zeta_{HI} \times N_c = 40,000$ (Bromm et al. 2001; Schaerer 2002). Note that the expected yield of ionizing photons depends on the Initial Mass Function for this mode of star formation (Tumlinson & Shull 2000), which is still uncertain. In addition, numerical simulations of Pop-III star formation suggest that a high fraction of ionizing photons are able to escape from their host halos and ionize atoms in the IGM (Alvarez et al. 2006). Our model therefore takes
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Figure 1. Reionization history in the various models from fits to the Planck 2015 data with parameters from Tab. 1. In order of increasing high redshift ionization contributions these are: step-like Tanh model (black solid line), model with only Pop-II stars (purple dot-short-dashed line), model with additional Pop-III contributions (red long-dashed line) and where those contributions are self-regulated (with $x_{\text{max}} = 0.2$, green dot-dashed line). A broad range of ionization histories remain consistent with the Planck 2015 data.

Table 1. Model Parameters and Fits

<table>
<thead>
<tr>
<th>Model</th>
<th>$\tau$</th>
<th>$\zeta_{\text{II}}$</th>
<th>$f_{*\text{III}}$</th>
<th>$x_{\text{model}}^2 - x_{\text{Pop-II}}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tanh</td>
<td>0.079</td>
<td>–</td>
<td>–</td>
<td>0.97</td>
</tr>
<tr>
<td>Pop-II</td>
<td>0.081</td>
<td>19.6</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>Pop-III</td>
<td>0.089</td>
<td>6.91</td>
<td>0.00045</td>
<td>-1.0</td>
</tr>
<tr>
<td>Pop-III self-reg.</td>
<td>0.010</td>
<td>12.1</td>
<td>0.0011</td>
<td>-2.2</td>
</tr>
</tbody>
</table>

$f_{*\text{III}} = 0.5$. Finally, we vary the Pop-III star-formation efficiency over a broad range of values from $10^{-4} < f_{*\text{III}} < 0.1$.

In the case of Pop-II stars in atomic cooling halos, the expected efficiency parameters take rather different values. In this case, typical values considered in the literature are $N_{\gamma,\text{II}} \approx 4,000$, $f_{\text{esc,II}} = 0.1$, $f_{*\text{II}} = 0.1$, corresponding to $\zeta_{\text{II}} \approx 50$ (Lidz 2016). Here, we conservatively allow the Pop-II star-formation efficiency coefficient to vary over the range of $5 < \zeta_{\text{II}} < 500$. In Fig. 1 we show an example of a Pop-II dominated ionization model and one where the Pop-III contribution dominates at high redshift. We also compare this history to the step-like Tanh reionization history that is assumed in the standard Planck analysis. As we shall see in the next section, the parameters of these models are chosen to best fit the Planck 2015 data and are listed in Tab. 1. The Tanh history has no ionization at high redshift by assumption of form whereas the Pop-III model has a broader tail than the Pop-II model though both have a sharp decline with redshift.

The sharp decline of the Pop-III contribution is itself dependent on our model assumptions. The Pop-III star formation mode is likely fragile, and disturbed by a range of feedback effects including that from dissociating ultraviolet radiation, photo-ionization feedback, supernova feedback, and chemical enrichment (e.g. Bromm et al. 2009, and references therein). In our fiducial Pop-III model, we assume that the impact of feedback is roughly encapsulated in the efficiency parameter, $\zeta_{\text{III}}$. While an overall efficiency parameter may capture internal feedback, “external feedback” from surrounding sources is likely important as well; this should impact the overall progression of reionization, and is unlikely adequately captured by our single efficiency parameter.

A detailed modeling of feedback is well beyond the scope of this paper, but to explore its plausible impact we consider a second Pop-III model in which we multiply the Pop-III term in Equation 1 by $(1 - (x_i/x_{\text{max}}))$ if $(x_i) \leq x_{\text{max}}$, while we set this to zero when $(x_i) > x_{\text{max}}$. This form is meant to mimic that Pop-III star formation may be “self-regulating” (Ahn et al. 2012). Here metal-free star formation is allowed to continue only in neutral regions, with an increasing suppression factor, while it is suppressed completely when the average ionization fraction exceeds a threshold value of $x_{\text{max}}$. The suppression is meant to roughly capture two separate feedback effects. First, Pop-III star formation will be truncated or less efficient in ionized regions where the gas is photo-heated and unable to collapse into mini-halos. Next, and more important, is that early Pop-III stars will produce a dissociating ultraviolet radiation background that will prevent or suppress molecular hydrogen cooling and the formation of additional stars in mini-halos (Haiman et al. 1997).

Although this is only a toy model, we find that $x_{\text{max}} = 0.2$ produces a plateau-feature in the reionization history similar to that seen in the simulations of Ahn et al. (2012), although our plateau is slightly more pronounced. In this model, we also boost the ionizing efficiency factor to start reionization as early as possible to $A_{1}\times N_{\gamma,\text{II}} \times f_{\text{esc,II}} = 10^4$, although this is of course degenerate with $f_{*\text{III}}$. We show an example self-regulated Pop-III model in Fig. 1. If the reader prefers to compare models at fixed $A_{1}\times N_{\gamma,\text{II}} \times f_{\text{esc,II}}$ one can rescale the self-regulated star formation efficiency, $f_{*\text{III}}$ upwards by a factor of five. We show below that this model is a marginally better fit to the Planck LFI data.

We can further consider the plausibility of our model value, $x_{\text{max}} \sim 0.2$, by calculating the average specific intensity of the dissociating ultraviolet background at the redshifts and ionized fractions of interest. Ultraviolet photons in the portion of the Lyman-Werner band between $11.2 \text{eV} \leq h\nu \leq 13.6 \text{eV}$ can dissociate molecular hydrogen, while even the pre-reionization IGM is largely transparent to such photons, since they lie beneath the hydrogen photo-ionization edge. However, below the ionization edge photons can still be absorbed out of the dissociating background in Lyman series lines from neutral hydrogen atoms: this imprints a sawtooth feature on the spectrum of the dissociating background (Haiman et al. 1997).

A rough estimate of the average specific intensity of dissociating ultraviolet radiation in the Lyman-Werner band, $J_{\text{LW}}$, in our model can be made according to (e.g. Visbal et al. 2015):

$$J_{\text{LW}}(z) = \frac{c}{4\pi} \frac{\bar{n}(z)}{m_p} f_{*\text{III}} N_{LW} h \nu_{LW} \Delta t_{\text{LW}} [f_{*\text{III}}(z) - f_{*\text{III}}(z_{\text{ion}})].$$

(2)
Here, $c$ is the speed of light, $\bar{n}_b(z)/m_p$ is the baryonic number density at redshift $z$, and $f_{\ast, \text{III}}$ is the Pop-III star formation efficiency, while $N_{\text{LW}}$ is the number of dissociating Lyman-Werner photons per baryon converted into stars, $h\nu_{\text{LW}}$ is their typical energy, and $\Delta T_{\text{LW}}$ is the bandwidth of such photons. As in Visbal et al. (2015), we assume that the Lyman-Werner background at redshift $z$ is set by sources out to $z_{\text{hor}} = 1.015z$. This “Lyman-Werner (LW) horizon” redshift, $z_{\text{hor}}$, reflects the typical distance a Lyman-Werner photon travels before redshifting into a Lyman series line and being absorbed out of the background. Equation (2) therefore ignores any absorption between $z$ and $z_{\text{hor}}$ and neglects any contribution from sources beyond this horizon; it is intended to capture an average suppression from the Lyman series absorption without tracking the full sawtooth effect. In this estimate, we have ignored the model truncation of Pop-III sources in ionized regions and from the build-up of dissociating radiation. We have also neglected any Pop-II contribution, which should be a good approximation for present purposes. We adopt $N_{\text{LW}} = 3400$ and $\nu/\Delta T_{\text{LW}} = 4.9$ following Visbal et al. (2014). According to the estimate of Equation (2), the intensity of dissociating radiation reaches values of $J_{\text{LW}}/J_{21} \approx 0.1 – 0.2$ – where $J_{21}$ is the specific intensity in units of $10^{-21}$ ergs cm$^{-2}$ s$^{-1}$ Hz$^{-1}$ ster$^{-1}$ at $z \approx 25$ for $f_{\ast, \text{III}} = 10^{-3}$. For this redshift and efficiency factor, $\langle \xi_i \rangle \sim 0.1$. Since the contribution of Pop-III stars is suppressed in our self-regulated model by a factor of $1 - (\langle \xi_i \rangle)/\langle \xi_{\text{max}} \rangle$, this amounts to a factor of two at this redshift and stage of reionization. In other words, our model reduces the contribution of Pop-III stars by a factor of two at $J_{\text{LW}}/J_{21} \sim 0.1 – 0.2$. Note that although $J_{\text{LW}}$ at a given redshift depends on $f_{\ast, \text{III}}$, the intensity at a given $\langle \xi_i \rangle$ is insensitive to the star-formation efficiency since both $J_{\text{LW}}$ and $\langle \xi_i \rangle$ scale in proportion to $f_{\ast, \text{III}}$.

This is a bit on the high side of the threshold specific intensities at which previous studies suggest that Lyman-Werner background photons will largely suppress molecular hydrogen cooling; for example, Ahn et al. (2012) quote plausible threshold values of $J_{\text{LW, th}}/J_{21} = 0.01 – 0.1$ (see also the references in that work). This may partly reflect that Equation (2) only provides a rough estimate: Ahn et al. (2012) find a broadly similar plateaulike feature at a comparable ionized fraction, although they adopt a lower dissociation threshold.

In any case, it is likely that any ionization plateau is less well-defined than in our toy model. For one, larger mass halos will generally contain more molecular gas and more intense ultraviolet radiation should therefore be required to suppress cooling in such halos. For example, in the analytic model of Visbal et al. (2015), the authors self-consistently model the build-up of the average Lyman-Werner background along with the ionization history, while incorporating a halo-mass dependent ultraviolet background threshold (above which cooling is completely suppressed). Their model ionization histories do not include a plateau feature, in contrast to the study of Ahn et al. (2012), which adopts a mass-independent threshold. In addition, some halos will turn around early and be largely self-shielded before the ultraviolet background is intense enough to dissociate molecular hydrogen, while the ultraviolet background will itself be somewhat inhomogeneous. The mass dependence and inhomogeneities may act to soften any plateau feature. Significantly more detailed models than considered here will be required to understand these issues better.

### 3 Planck 2015 Analysis

In order to compare these models with Planck 2015 data, we use the complete analysis of the reionization information from Heinrich et al. (2016). Each reionization history is projected onto a basis of principal components $S_a(z)$ of a cosmic variance limited polarization measurement around some fixed but otherwise arbitrary fiducial ionization history $(x_i^{\text{fix}}(z))$. Only modes $a = 1, \ldots, 5$ are needed to specify the entire information content of the E-mode polarization power spectrum for $6 < z < 30$ (Hu & Holder 2003). For any given ionization history, $\langle x_i(z) \rangle$, the amplitude of each mode is determined according to:

$$m_a = \frac{1}{24} \int_0^{30} dz S_a(z) [\langle x_i(z) \rangle - (x_i^{\text{fix}}(z))].$$

We assume that $\langle x_i(z) \rangle \approx (x_i^{\text{fix}}(z))$ outside of the range of the integral. The fixed ionization history is specified in Heinrich et al. (2016) such that hydrogen is fully ionized and that helium is singly ionized at $z \leq 6$ and helium is fully ionized at $z \lesssim 3.5$. At $z \geq 30$, the ionization history returns to that given by recombination.

Given $m_a$, the 5 principal component amplitudes of a

---

1. Note, however, that the study of Ahn et al. (2012) does model inhomogeneities in the Lyman-Werner background.
model, we evaluate the effective likelihood $\mathcal{L}(m_a)$ of that model using the technique of Heinrich et al. (2016). Here we interpret this as an effective $\chi^2 = -2 \ln \mathcal{L}$. In order to set the baseline values for comparison, we first minimize $\chi^2$ without any Pop-III contribution to find $\chi^2_{\text{Pop-II}}$. This model is specified as “Pop-II” in Tab. 1 and is itself a better fit than the best fit Tanh model. Likewise, for each Pop-III model parameterized by the Pop-III star formation efficiency parameter $f_{*,\text{III}}$, we minimize $\chi^2$ over the Pop-III efficiency parameter, $\zeta_{\text{III}}$. Note that this minimization is equivalent to marginalized over $\zeta_{\text{III}}$ if the joint posterior probability distribution is a multivariate Gaussian.

In Fig. 2, we show the difference $\chi^2_{\text{model}} - \chi^2_{\text{Pop-II}}$ as a function of $f_{*,\text{III}}$ (with $A_{\text{HI}} \times N_c \times f_{\text{esc}} = 2 \times 10^4$ in the “Pop-III” fiducial model and $A_{\text{HI}} \times N_c \times f_{\text{esc}} = 10^4$ in the “Pop-III, self-regulated” model). The model at the minimum of this curve for each case is given in Tab. 1. Let us consider first the fiducial model (red dashed line, Figure 2). This shows that including Pop-III stars in our fiducial model with low efficiency, $f_{*,\text{III}} \sim \text{a few} \times 10^{-4}$ only slightly improves the fit to the Planck data, with $\Delta \chi^2 \approx 1$. Furthermore, in qualitative agreement with previous work (Visbal et al. 2015; Sun & Furlanetto 2016), if Pop-III stars form with too great an efficiency they overproduce the E-mode polarization power and so the Planck data imply an interesting upper limit on the efficiency of metal-free star formation in minihalos.

However, our fiducial model assumes a redshift-independent efficiency factor which is too simplistic, as we discussed previously. In our self-regulated Pop-III model, including metal-free star formation improves the fit further with $\Delta \chi^2 = 2.2$ compared to the best-fit model with no Pop-III component (see the green dot-dashed line in the figure). In this case, the preferred efficiency factor is $f_{*,\text{III}} \sim 10^{-3}$ which corresponds to roughly one $\sim 100 M_\odot$ star per halo of mass $M \sim 6 \times 10^5 M_\odot$ (fairly typical of the mini-halos), before this mode of star-formation is shut off (completely at $z = 2$ in this model).

Although the preference for a Pop-III contribution is weak and we are not claiming that the Planck data demand these sources—the more important point here is that models with significant high redshift contributions to the ionization history are still viable. The ionization history for these best fit models are shown in Figure 1. In the self-regulated Pop-III model the extended ionization plateau at $z \sim 0.2$ near $z \sim 20$ is strikingly different than the best fit Pop-II model, in which the ionization fraction is negligible at such high redshifts. Furthermore even the Pop-II only model has a more extended high redshift tail than the Tanh model upon which the standard Planck analysis of the overall optical depth $\tau$ is based. Tab. 1 also gives $\tau$ for the various models which are higher for those with high redshift contributions.

In order to interpret these changes in the overall optical depth, it is useful to compute the cumulative optical depth between redshift $z$ and 30, $\tau(z, 30)$. Rather than directly compute this from $\langle x_i \rangle(z)$ and cosmological parameters, we sum over contributions from each component $\tau^a(z, 30)$

$$\tau(z, 30) = \tau^{\text{fix}}(z, 30) + \sum_{a=1}^{5} m_a \tau^a(z, 30).$$  \hspace{1cm} (4)

Note again that we assume a higher ionizing efficiency in the self-regulated model. If one prefers the lower efficiency assumed in our fiducial model, one can rescale the star-formation efficiency in the self-regulated model upwards by a factor of five.
This provides a smoothed representation of the cumulative optical depth that can be compared directly to the constraints derived in Heinrich et al. (2016). To evaluate \( \tau^2(z, 30) \) and the contribution from the fixed ionization history \( \tilde{\tau}^2(z, 30) \), we take the cosmological parameters \( \Omega_m h^2 = 0.02224, \Omega_b h^2 = 0.1426, \) and \( Y_p = 0.24534 \).

In Figure 3, we compare the best fit models to the constraints on the cumulative optical depth from Heinrich et al. (2016). This gives some intuition as to what is driving the slight preference in the Planck LFI data for high redshift contributions from, for example, Pop-III stars. As discussed in Heinrich et al. (2016), the data favor a non-negligible contribution to \( \tau(15, 30) = 0.033 \pm 0.016 \). The reionization histories are not extended enough in the Tanh or the Pop-II only models to match the central value. In the case of the Pop-II only model, one needs to wait until lower redshift for the atomic cooling halos to collapse. If one supposes that the efficiency is extremely high in the atomic cooling halos, one can get a slightly earlier start in these models, but in this case reionization generally completes too early and one overproduces \( \tau \).

On the other hand, the Pop-III contribution helps extend reionization out to higher redshift since the molecular hydrogen cooling mini-halos collapse at higher redshift. In our redshift-independent Pop-III efficiency model, this contribution only helps slightly, however. In the self-regulated model, one gets a larger early contribution from Pop-III stars since the formation of these sources is truncated early, the ones that form early can do so at higher – yet still reasonable – efficiency without overproducing \( \tau \). In the self-regulated model with \( x_{\text{max}} = 0.2 \), the model \( \tau(z, 30) \) always lies within the 68% confidence band preferred by the Planck data. In principle, the Pop-II component could be more extended than in our model, which assumes a redshift independent efficiency factor, but the atomic cooling halos are rare at high redshifts and the efficiency factor would need to be uncomfortably large for these sources to have a non-negligible impact at \( z \sim 20 \), for example.

Figure 3 also illustrates a final important point. Note that the constraint on the overall optical depth \( \tau(0, 30) = 0.092 \pm 0.015 \) is shifted upwards from that inferred assuming the Tanh reionization history \( \tau = 0.079 \pm 0.017 \) (Heinrich et al. 2016). The latter does not correspond to the overall optical depth in these Pop-III models and so applying this constraint would spuriously disfavor such models. This point is made explicit in Figure 4, which shows the likelihood for the Pop-III component using the Tanh \( \tau \) constraint, rather than our PC methodology. Clearly this would disfavor our best-fit model (at \( \sim 1\sigma \)) and rule-out many other viable Pop-III models. Using the overall \( \tau(z = 0, x_{\text{max}}) \) from the PC analysis restores compatibility but the small preference for the self-regulated model is only revealed in the full PC analysis (green dot-dashed line). Correspondingly only when one makes use of the full information content of the Planck 2015 data is the hint for high redshift ionization apparent. Incorporating the full PC analysis, the best fit self-regulated model has a notably better \( \chi^2 \) than expected for the same model using the Tanh \( \tau \) constraint; the fit improves by \( \Delta \chi^2 \sim 3.2 \). Although this improvement does not represent a detection given the number of additional parameters, the best fit Pop-III models are clearly still allowed.

The origin of these different inferences can be traced back to the E-mode power spectrum. In Figure 5, we show the power spectra of the best fit models. The most striking difference between the model power spectra is the excess power in the self-regulated Pop-III model at \( 10 \leq \ell \leq 20 \) when compared to the other models. This is the main feature of the Planck 2015 LFI data that drives the preference for this model. If one tries to generate excess power in a step-like Tanh model at \( 10 \leq \ell \leq 20 \), one will overproduce the power at lower multipoles and so high redshift contributions to the ionization history are effectively hidden from the usual constraints (Heinrich et al. 2016).

This excess may reflect remaining systematic errors in the Planck 2015 LFI data from, for example, residual foregrounds. Alternatively, it may be an interesting signature of Pop-III star formation or other high redshift sources of ionization. Ultimately, if systematics are under control, the low \( \ell \) polarization can be measured to the cosmic variance (CV) limit. The shaded regions in Figure 5 show that if the true model is the Tanh one, CV limited measurements would test the Pop-III models at high significance. This may be of interest for future space-based polarization missions such as the Cosmic Origins Explore (COrE) satellite (The COrE Collaboration et al. 2011).

Finally, we briefly comment on the sensitivity of our results to some of our model assumptions. First, we also explored self-regulated Pop-III models where we raised the minimum host virial temperature to \( T_{\text{vir}} = 10^5 \text{K} \). After maximizing over the efficiency parameters in this model, the resulting ionization history looks nearly identical to the best fit in Figure 1, which adopts \( T_{\text{vir}} = 400 \text{K} \). However, the best-fit star formation efficiency goes up to \( f_{*,III} = 0.0023 \); in this model, the higher star formation efficiency compensates for the boosted minimum host mass. Note also that we have...
ignored the effect pointed out in Tseliakhovich & Hirata (2010): while this should lead to interesting spatial variations, recent studies suggest a fairly small average suppression for star formation in mini-halos (Fialkov et al. 2012), and this may be compensated again by boosting our star formation efficiency parameter. Lastly, we investigated a range of values of $x_{\text{max}}$. While slightly lower values of $x_{\text{max}}$ still match the data, the star formation efficiency needs to be increased in this case since the Pop-III phase is briefer in these models.

4 DISCUSSION

We have given an example illustrating how one may reach qualitatively different conclusions regarding the reionization history of the universe and the nature of the ionizing sources, when one accounts for the full information content of the Planck 2015 LFI data, rather than assuming a step-like ionization history. For example, our best fit ionization history has $(x_i) = 0.2$ at $z \sim 20$: contrary to conventional wisdom, that data still allow an extended tail of ionization out to high redshift and a non-negligible contribution from metal-free stars in minihalos. It will be interesting to see if the hint for high redshift contributions to $\tau$ is sharpened by future CMB polarization data. We eagerly await upcoming results from the new Planck HFI large scale polarization data – which is still proprietary – to see if these observations strengthen the hint seen in the LFI data. Alternatively, these may reflect remaining systematics in the LFI data that do not also apply to the HFI data. Based on Figure 5, we expect that a future cosmic-variance limited experiment should be able to confirm or refute the high redshift contribution to $\tau$, although we postpone a more detailed investigation of these prospects to future work.

It will be extremely challenging to test the hint for non-negligible ionization fractions at $z \gtrsim 15$ by other means. The best alternative is likely redshifted 21 cm surveys but these face challenges at high redshift owing to the bright galactic emission at the frequencies of interest. However, these surveys may find that the average neutral fraction rises more slowly towards high redshift than expected in models with Pop-II stars alone (see Figure 1). There may be differences in the sizes of the ionized regions in these scenarios as well, which may provide a potential signature (Koh & Wise 2016). However, the possibility of a significant contribution from Pop-III stars at high redshift may also somewhat complicate the interpretation of the 21 cm power spectrum measurements (e.g. Fialkov et al. 2013). Another possibility may be to extract signatures of early phases of patchy reionization using the Kinetic Sunyaev-Zel'dovich effect, but these will have to push to smaller angular scales which is challenging given foreground contamination. An extended self-regulated phase likely evades current constraints (Zahn et al. 2012; George et al. 2015) on the duration of reionization (Park et al. 2013).

Finally, it is worth commenting on the implications of our findings for the goal of determining $\tau$ from the ionization history inferred from redshifted 21 cm observations (Liu et al. 2016). This is an appealing idea, because the optical depth is an important nuisance parameter that can limit, for instance, inferences regarding the sum of the neutrino masses from upcoming CMB lensing measurements. However, this prospect becomes difficult if there are significant high redshift contributions to the optical depth, as hinted at in the Planck LFI data, which will be hard to extract from upcoming redshifted 21 cm surveys.

We hope that this work will encourage reionization modelers to adopt this PC analysis methodology of Hu & Holder (2003) and effective likelihood of Heinrich et al. (2016). Here we have considered rather simple models for the ionization history in an effort to explore the broad-brush implications of the Planck data, but it would be interesting to explore more detailed reionization models and to combine the full information content of the CMB data with other reionization observables. It will also be interesting to explore whether dark matter annihilations (Kaukov et al. 2015) or early accreting black holes (Ricotti & Ostriker 2004) provide interesting alternative sources of high redshift ionization to the Pop-III stars considered here.
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